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High Performance Computing often deals in managing hundreds to thousands of compute
nodes to solve large, complex problems. As we push the boundaries of compute, we continue to
optimize the performance of all components of the cluster. A common method of compute
cluster deployment is to utilize a master server to provide operating system images to the
compute nodes. On large compute clusters this deployment method can lead to large workloads
on the master server. In our work we compared different image filesystem types and attachment
technologies to determine the most performant and scalable method to deploy a compute cluster.
Our research demonstrated that the SquashFS filesystem and the Ceph RBD image attachment
technology produce lower CPU and network loads in comparison to other combinations of
SquashFS, Ext4, ISOFS, and XFS filesystems with Ceph RBD, NFS, NFS loopback, and iSCSI
attachment technologies. Our results provide guidance in selecting the most scalable combination
of technologies to deploy compute clusters.



